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1

SYSTEM, METHOD AND APPARATUS FOR
GENERATING PHRASES FROM A
DATABASE

FIELD OF THE INVENTION

The present invention relates to relational analysis and
representation, database information retrieval and search
engine technology and, more specifically, a system and
method of analyzing data in context.

BACKGROUND OF THE INVENTION

The vast amount of text and other types of information
available in electronic form have contributed substantially to
an “information glut.” In response, researchers are creating
a variety of methods to address the need to efficiently access
electronically stored information. Current methods are typi-
cally based on finding and exploiting patterns in collections
of text. Variations among the methods and the factions are
primarily due to varying allegiances to linguistics, quanti-
tative analysis, representations of domain expertise, and the
practical demands of the applications. Typical applications
involve finding items of interest from large collections of
text, having appropriate items routed to the correct people,
and condensing the contents of many documents into a
summary form.

One known application includes various forms of, and
attempts to improve upon, keyword search type technolo-
gies. These improvements include statistical analysis and
analysis based upon grammar or parts of speech. Statistical
analysis generally relies upon the concept that common or
often-repeated terms are of greater importance than less
common or rarely used terms. Parts of speech attach impor-
tance to different terms based upon whether the term is a
noun, verb, pronoun, adverb, adjective, article, etc. Typically
a noun would have more importance than an article therefore
nouns would be processed where articles would be ignored.

Other known methods of processing electronic informa-
tion include various methods of retrieving text documents.
One example is the work of Hawking, D. A. and
Thistlewaite, P. B.: Proximity Operators—So Near And Yet
So Far. In D. K. Harman, (ed.) Proc. Fourth Text Retrieval
Conf. (TREC), pp 131-144, NIST Special Publication 500-
236, 1996. Hawking, D. A. and Thistlewaite, P. B.: Rel-
evance Weighting Using Distance Between Term Occur-
rences. Technical Report TR-CS-96-08, Department of
Computer Science, Australian National University, June
1996 (Hawking and Thistlewaite (1995, 1996)) on the
PADRE system.

The PADRE system applies complex proximity metrics to
determine the relevance of documents. PADRE measures the
spans of text that contain clusters of any number of target
words. Thus, PADRE is based on complex, multi-way
(“N-ary”) relations. PADRE’s spans and clusters have
complex, non-intuitive, and somewhat arbitrary definitions.
Each use of PADRE to rank documents requires a user to
manually select and specify a small group of words that
might be closely clustered in the text. PADRE relevance
criteria are based on the assumption that the greatest rel-
evance is achieved when all of the target words are closest
to each other. PADRE relevance criteria are generated
manually, by the user’s own “human free association.”
PADRE, therefore, is imprecise and often generates inaccu-
rate search/comparison results.

Other prior art methods include various methodologies of
data mining. See for example: Fayyad, U.; Piatetsky-
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Shapiro, G.; and Smyth, P: The KDD Process for Extracting
Useful Knowledge from Volumes of Data. Comm. ACM,
vol. 39, no. 11, 1996, pp. 27-34 (Fayyad, et al.,, 1996).
Search engines Zorn, P.; Emanoil, M.; Marshall, L; and
Panek, M.: Advanced Web Searching: Tricks of the Trade.
ONLINE, vol. 20, no. 3, 1996, pp. 14-28, (Zorn, et al,,
1996). Discourse analysis Kitani, T.; Eriguchi, Y.; and Hara,
M.: Pattern Matching and Discourse Processing in Informa-
tion Extraction from Japanese Text. JAIR, vol. 2, 1994, pp.
89-100, (Kitani, et al., 1994). Information extraction Cowie,
J. and Lehnert, W.: Information Extraction. Comm. ACM,
vol. 39, no. 1, 1996, pp. 81-91, (Cowie, et al., 1996).
Information filtering Foltz, P. W. and Dumais, S. T.: Per-
sonalized Information Delivery—An Analysis of Informa-
tion Filtering Methods. Comm. ACM, vol. 35, no. 12, 1992,
pp. 51-60, (Foltz, et al., 1992). Information retrieval Salton,
G.: Developments in Automatic Text Retrieval, Science, vol.
253, 1991, pp. 974-980, (Salton Developments . . . 1991)
and digital libraries Fox, E. A.; Akscyn, R. M.; Furuta, R. K;
and Leggett, J. J.: Digital Libraries—Introduction. Comm.
ACM., vol. 38, no. 4, pp. 22-28, 1995 (Fox, et al. 1995).
Cutting across these approaches are concerns ab